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Welcome	to	IXPUG Middle	East	2018



2Extreme Computing Research Center (ECRC)

Haiku	for	IXPUG	meetings

IX・PUG ral・lies re・search・ers:
Man・y・core is here!

Held a・round the world,
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Where	are	we	… on	campus?

Lectures,
Posters, 
Breakfasts,
Lunches

Concert
Banquet

Cafeteria
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Where	are	we	… in	the	conference	center?

Posters
Breaks

B 16

B 20

KAUST Conference Center 
Building 19

Hall #1
Lectures

Hall #2
Meals
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What’s	across	the	bridge?

KAUST 
Auditorium
Building 20

B 
19

Blue Gene Rack

King 
Abdullah 
Tapestry
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Al	Gara’s	previous	system

2008
IBM Blue Gene
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King	Abdullah	tapestry

1924-2015
Abdullah bin Abdulaziz 

al Saud
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Logistical questions?

see just outside: 
Sherif, Frances, or Heba
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Our	IXPUG	feast
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Your	program	is	around	your	neck	J

…on your USB key
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Agenda,	23-25	April

POSTERS

POSTERS
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HPC	in	Industry,	Agencies	&	Business
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Tutorial
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Panel



15Extreme Computing Research Center (ECRC)

Site	Updates
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Site	Updates
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Lightning	Talks	&	Posters
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http://epostersonline.com/ixpug-me2018/
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E-poster	schedule

• Monday at 4:30pm
• Abdulhamit Subasi
• Aleksander Mikhalev
• Alexander Ukhov
• Khaled El-Amrawi
• Li Luo
• Rashid Mehmood
• Sameh Abdulah

• Tuesday at 10:30am
• Dalal Sukkari
• Essam Algizawy
• Samar Aseeri
• Samuel Kortas
• Steffen Hirschmann

At other times E-posters are available on demand 
in their digital frames
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Contributed	talks
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Invited	Talks
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Keynote



Shaheen-1	(2009)		è Shaheen-2	(2015)
IBM	Blue	Gene/P Cray	XC40

Speed:	.222	Petaflop/s		(peak)

Launch	ranking:	#14	HPL	Rmax

Speed: 7.3	Petaflop/s	(peak)
é ~33X

Launch	ranking:	#7	HPL	Rmax

Power:			.5	MW	(0.44	GF/s/W) Power:			2.8	MW (2.6	GF/s/Watt)	
é ~6X

Lag	relative	to	flop/s	ê ~5.5X
Memory:	65	TeraBytes Memory:	793	TeraBytes (é ~12X)

Lag	relative	to	flop/s:	ê ~3X

Storage: 2.7	PetaBytes Storage:	17.6	PetaBytes	(é ~6.5X)
Lag	relative	to	flop/s:ê ~5X

Bandwidth:	25GB/s Bandwidth:		500GB/s	(é ~20X)
Lag	relative	to	flop/s:	ê ~1.7X



Design	constraints	have	changed

Old	Constraints New	Constraints

Performance	limited	by	
clock

Performance	limited	by
power

Flops	biggest	cost:
minimize	computation

Data motion	biggest	cost:
minimize	data	movement

Concurrency	from	
adding	nodes

with	own	memory

Concurrency from	
more	cores	within	a	node	

sharing	memory

c/o W. Harrod, US Department of Energy



“A good player plays where the puck is, while a great 
player skates to where the puck is going to be.” –

– Wayne Gretzsky
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KAUST’S	Extreme	Computing	Research	Center

Embracing	the	
opportunities	of	

exascale



Extreme Computing Research Center in one slide

We	develop	and	demonstrate	core	algorithms	for	scientific	
simulation	and	data	analytics	on	emerging	architectures.
Today’s	scientific	libraries	are	designed	for	a	25-year-old	programming	model	and	
need	to	be	evolved	for:		émore	concurrency	(cores),		êless	memory	per	core,	
êless	memory	bandwidth	per	core,	and			êless	global	synchronization.		Primary	
motivating	applications	include	energy	and	environment.

Example:	four	
sequential	task	
graphs	of	an	
eigensolver	are	
merged	into	
one	that	is	
shorter (faster)	
&	wider (more	
concurrent)
Best-in-class	algorithms
raise	impact	and	increase	
the	return	on	investment	
of	scientific	simulation	
across	KAUST.
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V&V 
loop

Performance 
loop

c/o T. Dunning, UIUC/NNSA, 2000 SciDAC report

The	diagram	that	launched	SciDAC	in	the	US
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Simulation Data Architecture

Scientific	Computing	at	KAUST

Partial 
Diff Eqs

Particle 
Methods

Eigen 
systems

Assimilation 
& Inversion Analytics Software Hardware

Aramco
TOTAL

KACARE
Dow
SABIC

KACST
KAPSARC
KAIMRC
SABIC

Cray
IBM
Intel 

NVIDIA

Combustion 
Climate 

Seismic Inv. 
Reservoirs

Molecular 
Dynamics

Quantum 
Chemistry

Ocean 
Modeling

Bioinformatics 
Statistics

Exascale 
Programming 

Models

Green devices 
Biomimetics

Scientific 
Computing
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CS

Math

Applications

ECRC	
enables

applications	
drive

Applications	– the	visible	impact
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A collaboration of With support from Sponsored by 

Centre	de	recherche		
BORDEAUX	–	SUD-OUEST	

Place your text here A HIGH PEFORMANCE MULTI-OBJECT ADAPTIVE OPTICS FRAMEWORK 
FOR GROUND-BASED ASTRONOMY 

The Multi-Object Adaptive Optics (MOAO) framework provides a comprehensive testbed for high performance 
computational astronomy. In particular, the European Extremely Large Telescope (E-ELT) is one of today’s most challenging 
projects in ground-based astronomy and will make use of a MOAO instrument based on turbulence tomography. The 
MOAO framework uses a novel compute-intensive pseudo-analytical approach to achieve close to real-time data processing 
on manycore architectures. The scientific goal of the MOAO simulation package is to dimension future E-ELT instruments 
and to assess the qualitative performance of tomographic reconstruction of the atmospheric turbulence on real datasets. 

DOWNLOAD THE SOFTWARE AT h6p://github.com/ecrc/moao	

THE MULTI-OBJECT ADAPTIVE OPTICS TECHNIQUE 

Single conjugate AO concept Open-Loop tomography concept Observing the GOODS South 
cosmological field with MOAO 

MOAO 0.1.0 
•  Tomographic Reconstructor Computation 
•  Dimensioning of Future Instruments 
•  Real Datasets 
•  Single and Double Precisions 
•  Shared-Memory Systems 
•  Task-based Programming Models 
•  Dynamic Runtime Systems 
•  Hardware Accelerators 

CURRENT RESEARCH 
•  Distributed-Memory Systems 
•  Hierarchical Matrix Compression 
•  Machine Learning for Atmospheric Turbulence 
•  High Resolution Galaxy Map Generation 
•  Extend to other ground-based telescope projects 

PERFORMANCE RESULTS TOMOGRAPHIC RECONSTRUCTOR COMPUTATION – DOUBLE PRECISION  

High res. map of the quality of 
turbulence compensation obtained 
with MOAO on a cosmological field 

THE PSEUDO-ANALYTICAL APPROACH 

System
Parameters

Turbulence
Parameters

matcov Cmm Ctm ToR

matcov Cmm Ctm

Ctt

Cee CvvBLAS BLAS

Inter-
sample

R

ToR computation

Observing sequence

•  Compute the tomographic error:  
 Cee = Ctt - Ctm RT – R Ctm

T + R Cmm RT 
•  Compute the equivalent phase map:  

 Cvv = D Cee DT 
•  Generate the point spread function image  

Two-socket 18-core Intel HSW – 64-core Intel KNL – 8 NVIDIA GPU P100s (DGX-1) 

•  Solve for the 
tomographic 
reconstructor R: 
R x Cmm = Ctm 

This is one tomographic 
reconstructor every 25 

seconds! 
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https://github.com/ecrc

Used	in	MOSAIC	instrument	
in	Europe’s	Extremely	Large	
Telescope	(E-ELT,	Chile)	
design	and	in	Japanese	
Subaru	telescope	(Hawaii)
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Fields	of	View

Twinkling	stars	are	cute
But	MOSAIC	can	freeze	them
So	we	see	the	past.

Hatem Ltaief
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dense tiles 
Cholesky: O(n3)

tile low rank 
Cholesky: O(kn2)

TILE LOW-RANK ALGORITHMS CHOLESKY FACTORIZATION SOFTWARE STACK 

A collaboration of With support from Sponsored by 

Centre	de	recherche		
BORDEAUX	–	SUD-OUEST	

HIERARCHICAL	COMPUTATIONS	ON	MANYCORE	ARCHITECTURES	

The Hierarchical Computations on Manycore Architectures (HiCMA) library aims to redesign existing dense linear algebra 
libraries to exploit the data sparsity of the matrix operator. Data sparse matrices arise in many scientific problems (e.g., 
in statistics-based weather forecasting, seismic imaging, and materials science applications) and are characterized by 
low-rank off-diagonal tile structure. Numerical low-rank approximations have demonstrated attractive theoretical bounds, 
both in memory footprint and arithmetic complexity. The core idea of HiCMA is to develop fast linear algebra 
computations operating on the underlying tile low-rank data format, while satisfying a specified numerical accuracy and 
leveraging performance from massively parallel hardware architectures.  

HiCMA 0.1.0 
•  Matrix-Matrix Multiplication 
•  Cholesky Factorization/Solve 
•  Double Precision 
•  Task-based Programming Models 
•  Shared and Distributed-Memory 

Environments 
•  Support for StarPU Dynamic 

Runtime Systems 
•  Testing Suite and Examples 

CURRENT RESEARCH 
•  LU Factorization/Solve 
•  Schur Complements 
•  Preconditioners 
•  Hardware Accelerators 
•  Support for Multiple Precisions 
•  Autotuning: Tile Size, Fixed Accuracy and 

Fixed Ranks 
•  Support for OpenMP, PaRSEC and Kokkos 
•  Support for HODLR, H, HSS and H2  

GEOSPATIAL STATISTICS 
N = 20000, NB = 500, acc=109, 2D problem sq. exp. 

DOWNLOAD THE SOFTWARE AT http://github.com/ecrc/hicma 

PERFORMANCE RESULTS CHOLESKY FACTORIZATION – DOUBLE PRECISION – CRAY XC40 WITH TWO-SOCKET, 16-CORE HSW 

https://github.com/ecrc
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HiCMA*

Energy dictates
Structure and storage limits –
HiCMA’s prime targets.

* “Hikmah” is the Arabic word for wisdom

Kadir Akbudak
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A collaboration of With support from Sponsored by

Centre	de	recherche	
BORDEAUX	– SUD-OUEST

PARALLEL HIGH PERFORMANCE UNIFIED FRAMEWORK FOR GEOSTATISTICS ON MANY-CORE SYSTEMS

The Exascale GeoStatistics project (ExaGeoStat) is a parallel high performance unified framework for computational
geostatistics on many-core systems. The project aims at optimizing the likelihood function for a given spatial data to provide an
efficient way to predict missing observations in the context of climate/weather forecasting applications. This machine learning
framework proposes a unified simulation code structure to target various hardware architectures, from commodity x86 to GPU
accelerator-based shared and distributed-memory systems. ExaGeoStat enables statisticians to tackle computationally
challenging scientific problems at large-scale, while abstracting the hardware complexity, through state-of-the-art high
performance linear algebra software libraries.

ExaGeoStat 0.1.0
• Large-scale synthetic geo-

spatial datasets generator

• Maximum Likelihood 
Estimation (MLE)
- Synthetic and real datasets

• A large-scale prediction tool 
for unknown measurements 
on known locations

Current Research
• ExaGeoStat R-wrapper 

package

• Tile Low Rank (TLR) 
approximation

• NetCDF format support

• PaRSEC runtime system

• In-situ processing

ExaGeoStat Dataset Generator
• Generate 2D spatial Locations using uniform 

distribution. 
• Matérn covariance function:

! "; $ = 	 $'
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• Cholesky factorization of the covariance matrix:
∑ $ = 0	. 02�
�

• Measurement vector generation (Z):
4 = 	0	. 5, 				 57	~9(:, ')

ExaGeoStat Maximum Likelihood Estimator
• Maximum Likelihood Estimation (MLE)  learning function:

ℓ $ = −=
(
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Where C $ 	is a covariance matrix with entries
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• MLE prediction problem
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With  J'' ∈ 	LG×G, J'(LG×=, J(' ∈ 	L=×G,
and J(( ∈ 	L=×=

• The associated conditional distribution
where 4'	represents a set of unknown
measurements :
4'|4(		~	9G(I' + J'(J((

B'	 4(	 − 	I( , J'' 	− J'(	J((
B'J(')

Performance Results (MLE)
Two-socket shared memory Intel x86 architectures

Figure: An example of 400
points irregularly distributed in
space, with 362 points (ο) for
maximum likelihood estimation
and 38 points (×) for prediction
validation.

Figure: Mean square error for predicting 
large scale synthetic dataset.

Figure: Two different examples of real datasets (wind speed dataset in the middle east region
and soil moisture dataset coming from Mississippi region, USA).

Intel two-socket Haswell + NVIDIA K80 Cray XC40 with two-socket, 16 cores Haswell

DOWNLOAD THE LIBRARY AT http://github.com/ecrc/exageostat

ExaGeoStat Predictor
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ExaGeoStat

Covariances
In the billions require
ExaGeoStat.

Sameh Abdulah
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With support from Sponsored by

Centre	de	recherche	
BORDEAUX	– SUD-OUEST

Software for Testing Accuracy, Reliability and
Scalability of Hierarchical computations

STARS-H is a high performance parallel open-source package of Software for Testing Accuracy, Reliability and Scalability
of Hierarchical computations. It provides a hierarchical matrix market in order to benchmark performance of various libraries
for hierarchical matrix compressions and computations (including itself). Why hierarchical matrices? Because such matrices
arise in many PDEs and use much fewer memory, while requiring less flops for computations. There are several hierarchical
data formats, each one with its own performance and memory footprint. STARS-H intends to provide a standard for assessing
accuracy and performance of hierarchical matrix libraries on a given hardware architecture environment. STARS-H currently
supports the tile low-rank (TLR) data format for approximation on shared and distributed-memory systems, using MPI, OpenMP
and task-based programming models. STARS-H package is available online at https://github.com/ecrc/stars-h.

Roadmap of STARS-H
• Extend to other problems in a matrix-

free form.
• Support HODLR, HSS, ℋ and ℋ"

data formats.
• Implement other approximation

schemes (e.g., ACA).
• Port to GPU accelerators.
• Apply other dynamic runtime systems

and programming models (e.g.,
PARSEC).

STARS-H 0.1.0
• Data formats: Tile Low-Rank (TLR).
• Operations: approximation, matrix-

vector multiplication, Krylov CG solve.
• Synthetic applications in a matrix-free

form: random TLR matrix, Cauchy
matrix.

• Real applications in a matrix-free
form: electrostatics, electrodynamics,
spatial statistics.

• Programming models: OpenMP, MPI
and task-based (StarPU).

• Approximation techniques: SVD,
RRQR, Randomized SVD.

TLR Approximation of 2D problem on a two-socket 
shared-memory Intel Haswell architecture

3D problem on different two-socket shared-
memory Intel x86 architectures

3D problem on a different amount of nodes (from 64 up to 6084) of a distributed-memory 
CRAY XC40 system for a different error threshold #

Matrix Kernels
• Electrostatics (one over distance):

$%& =
1
)%&

• Electrodynamics (cos over distance):

$%& =
cos(.)%&)	

)%&
• Spatial statistics (Matern kernel):

$%& =
2234
Γ 6 26� )%&

8
4
94 26� )%&

8
• And many other kernels …

Heatmap of ranks (2D problem)

Sample Problem Setting
Spatial statistics problem for a quasi
uniform distribution in a unit square
(2D) or cube (3D) with exponential
kernel:

$%& = :
3;<=
> ,

where 8 = 0.1 is a correlation length
parameter and )%& is a distance
between B-th and C-th spatial points.
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In collaboration with

https://github.com/ecrc

STARS-H: Software for 
Testing Accuracy, Reliability, 
and Scalability of 
Hierarchical matrix 
computations
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STARS-H

Data sparsity
Hides everywhere in plain sight
STARS-H unmasks it.

Aleksandr Mikhalev
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Performance Results 

State-of-the-Art 

A collaboration of With support from Sponsored by 

Centre	de	recherche		
BORDEAUX	–	SUD-OUEST	

A	QDWH-Based	SVD	So=ware	Framework	on	Distributed-Memory	Manycore	Systems		

The KAUST SVD (KSVD) is a high performance software framework for computing a dense SVD on distributed-memory 
manycore systems. The KSVD solver relies on the polar decomposition using the QR Dynamically-Weighted Halley 
algorithm (QDWH), introduced by Nakatsukasa and Higham (SIAM Journal on Scientific Computing, 2013). The 
computational challenge resides in the significant amount of extra floating-point operations required by the QDWH-based 
SVD algorithm, compared to the traditional one-stage bidiagonal SVD. However, the inherent high level of concurrency 
associated with Level 3 BLAS compute-bound kernels ultimately compensates the arithmetic complexity overhead and 
makes KSVD a competitive SVD solver on large-scale supercomputers.  

The Polar Decomposition 
Ø  A = UpH, A in Rmxn (m≥n) , where Up is 

orthogonal Matrix, and H is symmetric 
positive semidefinite matrix 

Application to SVD 
Ø  A = UpH 
         = Up(VΣVT) = (UpV)ΣVT

 = UΣVT 

QDWH Algorithm  
Ø  Backward stable algorithm for computing the 

QDWH-based SVD 
Ø  Based on conventional computational kernels, 

i.e., Cholesky/QR factorizations (≤ 6 iterations 
for double precision) and GEMM 

Ø  The total flop count for QDWH depends on 
the condition number�of the matrix	

KSVD 1.0  
Ø  QDWH-based Polar Decomposition 
Ø  Singular Value Decomposition 
Ø  Double Precision 
Ø  Support to ELPA Symmetric Eigensolver 
Ø  Support to ScaLAPACK D&C and MR3  

       Symmetric Eigensolvers 
Ø  ScaLAPACK Interface / Native Interface 
Ø  ScaLAPACK-Compliant Error Handling 
Ø  ScaLAPACK-Derived Testing Suite 
Ø  ScaLAPACK-Compliant Accuracy  

Current Research 
Ø  Asynchronous, Task-Based QDWH  
Ø  Dynamic Scheduling 
Ø  Hardware Accelerators  
Ø  Distributed Memory Machines  
Ø  Asynchronous, Task-Based  
       QDWH-SVD  
Ø  QDWH-based Eigensolver  
       (QDWH-EIG)  
Ø  Integration into PLASMA/

MAGMA 

Advantages 
Ø  Performs extra flops but nice flops  
Ø  Relies on compute intensive kernels  
Ø  Exposes high concurrency  
Ø  Maps well to GPU architectures  
Ø  Minimizes data movement  
Ø  Weakens resource synchronizations  

Download the software at http://github.com/ecrc/ksvd 

Chameleon 1.9 

https://github.com/ecrc
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Complexity	Made	Simple

It’s	not	the	flop	count
But	the	data	location;
The	paradigm	shifts.

Dalal Sukkari
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A collaboration of With support from Sponsored by 

A HIGH PERFORMANCE STENCIL FRAMEWORK USING 
WAFEFRONT DIAMOND TILING 
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The Girih framework implements a generalized multi-dimensional intra-tile parallelization  scheme for shared-cache 
multicore processors that results in a significant reduction  of cache size requirements for temporally blocked stencil 
codes.. It ensures data access patterns that allow efficient hardware prefetching and TLB utilization across a wide range 
of architectures. Girih is built on a multicore wavefront diamond tiling approach to reduce horizontal data traffic in favor of 
locally cached data reuse. The Girih library reduces cache and memory bandwidth pressure, which makes it amenable to 
current and future cache and bandwidth-starved architectures, while enhancing performance for many applications. 

STENCIL COMPUTATIONS 
•  Hot spot in many scientific codes 
•  Appear in finite difference, element, and volume 

discretizations of PDEs 
•  E.g., 3D wave acoustic wave equation: 

DOWNLOAD THE SOFTWARE AT http://github.com/ecrc/girih 

PERFORMANCE RESULTS 8TH ORDER IN SPACE AND 2ND ORDER IN TIME – DOUBLE PRECISION 

MULTI-DIMENSIONAL INTRA-TILE PARALLELIZATION 

Thread assignment in space-time dimensions 

i

k

j

7-point stencil 25-point stencil 

Auto%tuning)

MPI)comm.)
wrappers)

Parameterized)
8ling)

Run8me)system)

Stencil)
Kernels)

+)
Specs.)

SOFTWARE INFRASTRUCTURE 

Girih system components 

GIRIH 1.0.0 
•  MPI + OpenMP 
•  Single and double precision 
•  Autotuning 
•  Short and long stencil ranges in 

space and time 
•  Constant/variable coefficients 
•  LIKWID support for profiling 

CURRENT RESEARCH 
•  Matrix power kernels 
•  Overlapping domain decomposition 
•  GPU hardware accelerators: 

•  OpenACC / CUDA 
•  Out-of-core algorithms 
•  Dynamic runtime systems 
•  Extension to CFD applications 

Diamond tiling versus Spatial Blocking on SKL Diamond tiling performance across Intel x86 generations •  Domain size: 512 x 512 x 512 
•  # of time steps: 500 
•  25-point star stencil 
•  Dirichlet boundary conditions 
•  Two-socket systems (Mem./L3):  
- 8-core Intel SNB (64GB/20MB) 
- 16-core Intel HSW (128GB/40MB) 
- 28-core Intel SKL (256GB/38MB) 
•  Intel compiler suite v17 with 

AVX512 flag enabled 
•  Memory affinity with numatcl 

command 
•  Thread binding to cores with 

sched_affinity command 

https://github.com/ecrc

Now employed in seismic 
forward modeling steps in 
Aramco’s next-gen seismic
inversion code
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GIRIH

Many	cores	learn	to	share!
Cooperation	is	good
For	limited	cache.

Tareq Malas
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https://github.com/ecrc
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Houdinis	of	Time

Houdinis	of	time,
We	batch	up	concurrent	tasks
From	sequential	streams.

Ali Charara
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Unstructured	Grids

Compute	rate	suffers
When	for	a	mesh	we	must	ask:
Who	is	my	neighbor?

Mohammed Farhan
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Space-filling	curves

A	curve	fills	3-D,
And	now	submanifolds,	too,
Touching	every	point.

Mustafa Abduljabbar
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Taskification

Bulk	synchrony	worked,
But	exascale	demands	more:
Dynamic	future!

Amani Alonazi
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Al Tanal

Like C-3-P-0,
Al Tanal masters all tongues.
Choose runtime at run!

Rabab AlOmairy
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Nonlinear	Preconditioning

When stagnation strikes,
Isolate the stubborn DOFs
And update them first.

Li Luo
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Curse	of	Dimension

Curse	of	dimension,
Can	you	be	mitigated
By	blessing	of	rank?

Yours Truly
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Intel Parallel Computing Center

Cray Center of Excellence 

KAUST Innovation & Economic 
Development

Thanks	to	our	sponsors!
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Thanks	to	our	organizers!
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Group	photo	10:30am,	tiered	on	steps	outside
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Sunset	concert	in	your	honor,	5:30pm,	Library


