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Today:
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Artificial intelligence
The development of computer systems 

able to perform tasks requiring human-like 
intelligence, such as visual perception, speech 
recognition, decision-making and translation.

Machine learning
Algorithms whose performance improve 

as they are exposed to more data over time.

Deep learning
Subset of Machine Learning in 

which multilayered neural 
networks learn from vast 

amounts of data.
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Scale matters!
Top Performance for larger datasets and batch sizes

Aggregated processing with Ks nodes

E.g., Climate Pattern Discovery - 15 PF¥

Timely iterations enlighten
Time-to-Train requires quick cycles

Experimentation may take multiple tries

High-end data 

parallel compute

Speed and 

repeatability

Massive bandwidth/

Throughput 

Large storage 

management

SCALE
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Powerful Capability 
for High Perf Data 

Analytics

Complementary 
to Modeling & 

Simulation

DL Methodologies 
& Capabilities :
a Great Match

Breakthrough 
Opportunities

No need for complete / 
complex models

Supervised, Semi-, 
and Un-supervised 

Pattern Classification, 
Clustering, Feature 
Learning, Anomaly 

Detection

Precision Medicine

‘Faint Signal’ Fraud 
Detection

*

¥
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Early AI Adopters  Late Majority

Diagnostics Predictive Prescriptive Generative

Descriptive
Analytics

Diagnostic
Analytics

Predictive
Analytics

Prescriptive
Analytics

Cognitive
Analytics

Recognition  In-context ‘Understanding’

“For sale: baby 
shoes, never worn.”

TOPs  PetaOps  ExaScale

Extended Performance and Power Efficiency Requirements
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Rethinking of compute/memory/interconnect:

 Tensors as native construct

 Spatial processing, highly 
data-parallel, targeted 
operations

 Specialized memory 
hierarchy; high local capacity

 Ultra fast connectivity intra-
and inter-die

 Tight SW control over 
computation, memory and 
data flow

 Optimal numerics
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✝Codename for product that is coming soon
1Formerly codenamed as the Crest Family
All performance positioning claims are relative to other processor technologies in Intel’s AI datacenter portfolio
All products, computer systems, dates, and figures specified are preliminary based on current expectations, and are subject to change without notice.
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Foundation of AI
Begin your journey with 
the AI you need on the 

platform you know

Intel® Xeon® Processor Scalable Family

Deep learning by design
Add to accelerate your 
intensive deep learning 

deployment

Intel® Nervana™ Neural Network 
Processor*

Flexible acceleration
Add to accelerate the 
widest range of AI and 

other workloads

Intel® Stratix® 10
FPGA
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AI datasets growing to Exascale
Added Speed and Operability

High-Performance Data Analytics
Added Flexibility and Efficiency

Breakthrough Combination
Unveiling New Technology Opportunities

Exploring New Technology Challenges
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Exascale machines must treat all as first class citizens
• This is both a hardware and a software requirement

AI has become a major consumer of computing cycles and 
it is expected to grow

• Compute deployment both at edge and in large 
cloud 

• Will drive economies in fabric, compute with a large 
focus on power and perf/W

Mod/Sim Analytics

AI
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Domain Platform 

Abstractions

Domain Runtime 

Environments

(Domain-aware 

RM plug-ins)

Global Resource 

Management

Resource 

Provisioning

(Compute, 

Network, Storage)

Infrastructure

Abstractions

Resource Pools

(Public & Private)

Multi-domain Resource Manager

HPC
(e.g., MPI, SHMEM)

(e.g., Cobalt, SLURM)

Compute
(Xeon, Xeon Phi, FPGA)

Storage Abstractions
(e.g., POSIX, Object, Block, HDFS, DAOS)

Object Stores
(e.g.,RADOS (Ceph), AWS S3, Swift, Lustre 

OST)

Networking 
(OmniPath, Ethernet, IB)

HPC, Analytics and Big Data, AI and Machine Learning

AI  ML  DL
(e.g., Tensor Flow)

(e.g., Caffe)

Big Data Analytics
(e.g., Hadoop)

(e.g., YARN, Spark 
RM)

SDI Virtualized Provisioning
(e.g., OpenStack, AWS, Azure, Google, Containers)

Bare-metal Provisioning
(e.g., xCAT, Warewulf, Ironic)
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Today

MPI
OpenMP

Caffe
Tensor Flow

Simulation

AI/ML/DL

Hadoop
Spark

BD/Analytics

Caffe
Tensor Flow

3 Pillars

Tomorrow

MPI
OpenMP

Hadoop
Spark

• Each programming 
model distinct

• Interact through disk

• Programming models 
leverage each other

• Interact through 
memory
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Xeon

Accelerator

Nervana

Neuromorphic

A
g

g
re

g
a
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Boot/ debug 
Ethernet

Fabric
Interconnect

PCIe

NVM

Node Architecture View: 

Should allow for tight integration of…

Intel® Xeon Phi™
Intel® Xeon®
Intel® Nervana™
Neuromorphic
FPGA
3DXPT
3DNAND
custom

Key attribute of systems in the future will be highly configurable and need to be able to 
support upgrades to fundamentally new technologies.
• Many new technologies on the horizon. Want to be able to accommodate when they are 

available.
• Already see need for larger degree of configurability in systems based on workload 

focus.
• Same architecture should cover HPC, ML and Data Analytics through configuration.
• Need a consistent software story across these different workloads.
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Optics represents one of the most challenging 
and costly elements of a supercomputer.

Game changing technologies coming in Silicon 
Photonics. 

Room to grow as we transition 
 Linear Devices…

 Ring Devices

 Multiple Wavelengths

Silicon
Integration

Silicon Scale 

Silicon
Manufacturing
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A new sub-
category of non-
volatile, faster 
and denser 
memory/storage 
technology
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• Extremely high memory bandwidth, low 
power and a smaller form factor

• DRAM in the package

• Connect to the SoC by interposer

• Possible uses are in DL, AI, neural 
networking, fully autonomous 
vehicles and advanced applications 
that require substantial bandwidth 
and low power
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New Generations of Compute & Capabilities
• The diversity of silicon compute 

solutions is growing

• Specialized solutions targeted to 
applications proliferate

• The global demand for processing 
from the edge to the data center is 
driving fast growth
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Exascale Storage Stack
 Designed from the ground up for NVM storage

– Built over new userspace NVMe/pmem software stack 

– High throughput/IOPS @arbitrary alignment/size

– Ultra-fine grained I/O

 Manage massively distributed NVM storage

– Scalable communications & I/Os over homogenous, shared-nothing servers

– Software-managed redundancy

– declustered replication & erasure code with self healing

DAOS
NVM

StorageFabric

High msg rate & bandwidth
Omni-Path
libfabric (userspace libraries)

High IOPS & bandwidth
3D-XPointTM/3D-NAND, NVRAM/NVMe,…
SPDK/NVML (userspace libraries)

Highly scalable
End-to-end OS bypass
Rich Storage API
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Single unified stack with resource allocation and scheduling across all pillars and ability for frameworks and 
libraries to seamlessly compose

• Cohesive software stack, Unified control system

Minimize data movement: keep permanent data in the machine via distributed persistent memory and 
maintain availability requirements

• Enhance with data-aware scheduling

Support standard file-based IO with high performance and provide incremental path to a memory coupling 
model for highly efficient HPC, BDA, and AI interaction

• DAOS provides high performance file-based and object-based capabilities

Continue driving scalable high performance HPC simulation capability

• Example areas: MPICH, OFI, mOS, optimized libraries

Extreme Performance will be obtainable through high bandwidth memory but capacity will be limited. User 
focus on enabling more compute per memory capacity will pay dividends
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Will look at various technologies and the challenges and make an educated 
guess as to how there will evolve over the next 10-15 years.

 Fabric, Memory, Compute and Power

How much did we know in 2000 as compared to today’s reality? (top system 
grew ~ 50,000x in HPL from then till today)
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Foundational to computing at all scale. Currently a cost problem. 
Power challenges and transients are difficult to handle quickly. 

Majority of the cost in the fabric is in the optics for long distance 
communications. 

 Large scale performance for some applications scales with bisection.

 Historically bisection/perf has been falling

 Topology choices will continue to trade off repeatable execution 
against bisection. Progress has been made in dragonfly-like 
topologies lately

Silicon photonics will become prime time enabling a steeper drop in 
$/Gbps
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Ideal Cost & Power (Requirements @ Exascale)

• 3 Exabits of total BW for ~3MW at $30M 
• This translates to 3M 1Tbps links 

• 1W each (1mW/Gbps)
• $10/link or $0.01/Gbps

20x improvement in power efficiency
50x improvement in cost per bit 

P
o

w
e

r 

time Fabric and optics power most critical when it is NOT used.

Many/most high end applications are time step based 

Power and performance trade off. Overlapping will drive up system 
maximum power or cause performance throttling. Timescale to idle power 
in fabric will determine whether this is hardware or software.

Exascale will not achieve this
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Topology Number of unique 
Destinations from each rack 
(N= number of racks)

Dragonfly ~ N^2 

Fat Tree ~ N

Torus 4 to 10

Getting to exceptional cost will require very high BW per fiber to amortize fixed costs connectors, fiber etc.

As BW/$ increases through WDM for example… if $ also raises as BW raises faster this can influence the 
choice of most cost effective topology.

We are already approaching small numbers of fabric ports in dragonfly topologies for the largest machines.  

Prognosis: We will take a significant leap forward ~ 2020 (Now looking like 2022) in $/Gbps followed by 
strong price improvement through 2030. But 1000x would be a big stretch. 20x to 50x more likely. 
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As data center wakes up to BW needs, we will develop co-travelers in this.

Trend is continuing although data centers 
are now helping to drive higher bandwidth. 
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Memory bandwidth has been on a downward trend. Moving to 
alternatives to DRAM DIMMS is inevitable.

Memory dominates component failure now and into future. Need to 
carefully consider implications for in-package in this context

Permanent failure Rate (FF2)

Processor & DRAM both VLSI, 
but DRAMs are more fragile
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Spot price now is higher than it was in 2012 for commodity DRAM 
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The Good:

The Bad:

The Prognosis : 

DRAM DIMMS High BW Memory 

Cost/ Capacity 1x 1.2x to 1.5x
(Short term view is ~ 3x)

Cost/BW 1x 1/10x to 1/40x 
(now 1/5 to 1/20)

Power/bit 1x 1/2 x to 1/10 x

• New packaging and microarchitecture 
directions have allowed for the future in-
package DRAM to keep up with compute

• This looks like a trend we can continue.
• The power improvements are also critical to 

the future. 
• New memory technologies emerging

• The capacity story far less compelling. Slowing improvements in capacity/$
• New emerging technologies are chasing a moving target in terms of BW. Expect a long time before 

they catch in-package DRAM 
• Very good news for I/O in the future with NVMEM running at ~ 1/10 in terms of $/capacity.

• Will have a compelling BW story through 2030 but will struggle with slow capacity growth
• Will need to continue to get more performance out of same capacity gen over gen. (Threads etc)
• New memory technology will start further away and move closer but not likely to replace DRAM cells 

by 2030
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The Good:

The Bad:

The Disruptive : 

• HPC is a fast growing business strategic to both commerce and governments. 

• Investments in HPC including processor development have been strong and appear to be 
accelerating. 

• This will enable innovation at the processor level in ways that we did not have on our radar screen 
5 years ago. 

• Silicon scaling is still moving albeit at a slowing pace. It always accounted for at most half the 
performance improvement over time.  

• Getting even 1000x HPL by 2030 at same power and cost hard to see path to that with silicon scaling 
slowing. Things look much better for general purpose perf.

• All paths lead to exploiting concurrency new ways. Frequencies not going up any time soon.

• New forms of compute could dramatically change the game for some algorithms. 
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Recent explosion in exploring new forms of compute:

The Prognosis : 

• Neuromorphic is probably most promising but…
-- still working to find broad class of algorithms.

• Activities into many other areas.. Quantum, low bit arithmetic, information encoding, 

• Two paths for technology…

1) Special purpose device
2) Augmentation of “traditional compute”

• New forms of compute offer disruptions in both performance and energy efficiency. 

• How perf/W tracks will be critical to integration into conventional systems. Can’t have an accelerator in a general purpose 
machine that drives 10x the power when it is used. That is a special purpose machine.  

• Will start to see new technologies and techniques that will be focused on information processing per watt (backup talk)

• New forms of compute will dramatically change the game for some algorithms. Expect that integration into traditional 
systems will be fastest path to growth of new technologies. This will require some compromises and the merging of very 
different technologies can be difficult.  

• Quantum and Neuromorphic will likely be used as special purpose accelerators before 2030.
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Performance has a clear 
inverse relationship with 
energy efficiency at the 
single core level.

The situation becomes much 
less clear at the application 
level.
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Performance (DMIPS)

Dhrystone Benchmark

Many Cores

Tiny Cores

Source:  Intel’s internal evaluation for the existing CPUs. The Dhrystone benchmark is publicly available.
Software and workloads used in performance tests may have been optimized for performance only on Intel microprocessors. Performance tests, such as SYSmark and MobileMark, are measured 
using specific computer systems, components, software, operations and functions. Any change to any of those factors may cause the results to vary. You should consult other information and 
performance tests to assist you in fully evaluating your contemplated purchases, including the performance of that product when combined with other products. For more complete information 
visit: http://www.intel.com/performance. Source: Intel measured or estimated as of November 2017 

http://cp.mcafee.com/d/1jWVIe410gdELTd7bbP1EVhsdTdFETd7dQkS64PqqdPhPt4ttNcSCzsQsThjoopdFEECzBcsOCDsTI8vOJv8vg5q7OGGvFzwqrQfBlk_j70QSOwCUetd7b_nV5B5cQszAuLsKCOe7sCCMehooWyaqRQRrToVkffGhBrwqrpdEECXCXCM0kEjY_BYm-bJoGX2TCZwx7ZWf6dDiI0la4_fVsSyOqem61NI5zihEw2ob2gQ30iq84zh06MDVVEw6BlzWBL-xEw65LQHa14QgrcQg1I9-uq80K5x8Qg1TCvfGJYjh09lwXYvxrPh0r79CW9LO
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System Power - #1 system

We have had a recent growth in power. Where will this really go in 2030?

Looking at this from a simple TCO perspective….

Using $1M/MW-year current rule of thumb. 
Assume this drops to $0.5M/MW-year in 2030

If we want to spend ~ 50% of the system total cost on power over 5 
years then ~$200M machine cost = 80MW * 5 years * $0.5M/MW-year 
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Sequoia 2018 2022 2026 2030
Peak Flops 20 PF ~ 200 PF 2 EF 20 EF 100 EF
Perf (general) 1x 10X 100X 1000x 5,000x
Perf specialized 1x 10x 200x 5000x 50,000x
Memory cap (high 
performance)

1.6P PB 2.5 PB 8 PB 30 PB 60 PB

Mem BW 2.5 PB/s 30 PB/s 200 PB/s 1500 PB/s 5,000 PB/s
Fab Bisection 50 TB 1 PB/s 10 PB/s 50 PB/s 100 PB/s
Fab Injection 2 PB/s 3 PB/s 30 PB/s 150 PB/s 300 PB/s
Power 8 MW 18MW 25MW

(Probably 40MW now)
50MW

(65 MW?)
80MW

(100MW?)

With growth in power we will see continued growth in systems for some 
time.
Expect a financial power cap to hit before 2030. Considerable slowing 
after  that time.
500x to 1000x peak through 2030. (as compared to our previous 50,000x)
General purpose will be closer to 5000x 

Power will REALLY 
be the challenge. 

Requires 
system arch 
disaggregation
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• New and emerging technologies are enabling new building blocks from which we will 
architect future systems

• Future systems will enable both excellent legacy performance and a transitional path to 
exascale performance.

• User focus on computation per memory will pay big dividends across architectures.

• We have an exciting path to exascale which will mean multi-PF racks for broad HPC 
usage

• System Software and User applications will continue to have opportunity to stay on the 
exponential performance growth curve through exascale and beyond.

• Power of systems is an increasing challenge. More focus on TCO optimization.

• The convergence of AI, data analytics and traditional simulation will result in systems 
with broader capabilities and configurability as well as  cross pollination. 
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This presentation contains the general insights and opinions of Intel Corporation (“Intel”). The information in this presentation 
is provided for information only and is not to be relied upon for any other purpose than educational. Statements in this 
document that refer to Intel’s plans and expectations for the quarter, the year, and the future, are forward-looking statements 
that involve a number of risks and uncertainties. A detailed discussion of the factors that could affect Intel’s results and plans is 
included in Intel’s SEC filings, including the annual report on Form 10-K.

Any forecasts of goods and services needed for Intel’s operations are provided for discussion purposes only. Intel will have no 
liability to make any purchase in connection with forecasts published in this document. Intel accepts no duty to update this 
presentation based on more current information. Intel is not liable for any damages, direct or indirect, consequential or 
otherwise, that may arise, directly or indirectly, from the use or misuse of the information in this presentation. Intel 
technologies’ features and benefits depend on system configuration and may require enabled hardware, software or service 
activation. Learn more at intel.com, or from the OEM or retailer. 
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