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Application Field: Electronic Struct

ASimulation of nanoparticles, electronic devices,
macromolecules, disordered systems, a small virus

ASimulation based on Density Functional Theory (DFT)

Aggregated nanoparticles in
explicit solution (77,538
atoms). Relevant for'3
generation solar cells.

Run in 2014 witlcP2Kon

the CSCS Haint
supercomputer (Cray XC30,
5272 hybrid compute
nodes, 7.8Pfat approx.
122s per step (requires
thousands steps)
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LinearScaling DFT ar®pGEMM1)

AEvaluate thaelensity matrix0 from its functional
definition
i g("o OEQT O * WY
where 'Ois KohaSham matrix,Yis the overlap matrixQs
the identity matrix, and is the chemical potential
AThematrices are sparswith a priori unknown spar3|ty patterns
ANon-zero elements are small dense blocks Kg;
e.g. 23x 23 NFT
ATypicaloccupancies >10% (up to nearly der [fg-2%. . .
AOnthe-fly filtering procedureduring -
the product of two dense blocks
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LinearScaling DFT arfpGEMM?2)

AThematrix sign functions defined as
OE®@) 06(®) 7
ACompute with a simple iterative scheme

w Oo¢o]
& goo (600)
®w  OE@®)

C RequiresSpGEMMtwo multiplications per iteration)
A Sparsity can change between multiplications

ASpGEMMaccounts up t@0%of the total runtime of the
simulations
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The DBCSR library |

AStandalone library implemented in Fortran 2003
(https://dbcsr.cp2Kk.org
ADistributed Block-CompressedarseRow

Address the requirements:

@Take full advantage of the bloskructured sparse
nature of the matrices, including ethe-fly
filtering

@ The dense limit as important as the sparse limit

@Provide good scalability for a large number of
pProcessors

05/03/2018 Alfio Lazzaro (alfio.lazzaro@chem.uzh.ch) _


https://dbcsr.cp2k.org/

Distribution and Decomposition

1. Random permutation of row and coluntmock indicedo
achieve a good load balance

A Each processor holding approximately the same amount of data, with
roughly the same amount of Flops

2. 2D grid decomposition over processes

C Use optimized dense matrixnatrix multiplication algorithm
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Small matrix
multiplications (SMM),
OpenMPparallelized

A LIBCUSMM is part of the DBCSR library
A LIBXSMM developed by Intélkifps://github.com/hfp/libxsmm)
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https://github.com/hfp/libxsmm

[ I yy2y Qa 6! f && NA O

AData is decomposed such th&ts always local, i.e. it
does not require communications

AD(VO)adSLlA o60a¢AO01&a¢é0 LISNI S

do i =1,nticks
call  mpi waitall () - ensures communication
Tick 1 Tick 2 Tick 3 from previous iteration is complete
_ ] _ (new data has arrived in current calc
Calculation Calculation Calculation buffer, comm buffer data has been sent)
mEtuse IS, AN SR EE, N2
L] L] [ [ ] [ ] H:_ post mpi_irecv () and mpi_isend () for column
| | ! and row shifts - datais sent
] ] from the current calc buffer,
B B and received into the comm buffer
Communication: Communication: Communication:
Fetch Fetch None perform C+=AxB on current calc buffers

:H: || [ ] Ll
y H:H :IH tf comm and calc buffers are (pointer)

swapped for next iteration

end do

L. E. Cannon. 196A.cellular computer to implement the Kalman Filter AlgoritRim.D. Dissertation.
Montana State University
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[ I yy2y Qa 6! f && NA O

AData is decomposed such thats always local, i.e. it
does not require communications

AU (V/0) steps per each multiplication, where per each
step:
1. Data transfer foo and6 usingnon-blocking MPI calls (MPI funneled mode)

2. Local multiplication and accumulation
C Communication and computation overlap

AThe volume of communicated data by each process
scales a$ (pj V0)

AThe communication fraction increases with the number of Ml
ranks for a given number of nod€s keep low the number of
ranks/node

L. E. Cannon. 196A.cellular computer to implement the Kalman Filter AlgoritRim.D. Dissertation.
Montana State University
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OpenMPparallelization

ALocal computation consists of theirwise
multiplications of small dense matrix blocks
ADimensions:& "Q for 6 blocks, Q ¢ for 6 blocks
ACorresponding multiplications are organized in batches

A Staticassignment of batchesith givend matrix ron:block
Indicesto OpenMPthreadsis employed in order to avoid race

conditions
Thread O
Thread 1
C — A B
Thread 2 + x
Thread 3
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OpenMPparallelization

ALocal computation consists of thairwise
multiplications of small dense matrix blocks
ADimensions:& "Q for 6 blocks, Q ¢ for 6 blocks
ACorresponding multiplications are organized in batches

A Staticassignment of batchesith givend matrix ron:block
Indicesto OpenMPthreadsis employed in order to avoid race
conditions

A Cache oblivious matrix traverdal fix the order in which
matrix blocks need to be computed

ABatches computed in parallel on the CPU by means of
OpenMPthreads or alternatively executed on a GPU

AWhen the GPU is fully loaded, computation may be
simultaneously done on the CPU
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Local small blocks multiplications

AOptimized libraries were developed that outperform
vendor BLAS libraries f&iviV
ALIBXSMM for CPU/KNL systems (Intel architectures)
ALIBCUSMM fdxvidiaGPUs with CUDA

ALIBXSMM generates executable code-hudtime (JIThy
assembling the instructions-4memory
AAIl flavors of AVX extensions are supported

ATests with a minapp, which mimics DBCSR batch
multiplications of a series of kernels of interested, show an
average speedp of 2.9x for LIBXSMM over DGENWAL on
KNL(peaks at 1.9 TF/sfor ¢ "Q o dernel)
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CUDA Implementation

A A doublebuffering technique based on CUDA streams and
events, isused to maximize the occupanof/the GPU and to hide
the data transfer latency

A Overlap with MPl communications

ALIBCUSMM employs an attming framework to find optimal
kernel for each set of SMM dimensions

A Speedup in the range oft;2x with respect to batched DGEMMdnBLAS

Aln absolute numbers, 7 P
KNL yields higher absolute=—————— . _mll..L.L.1 1
performance for smaller |- il BEL |
kernel sizes 1 8 1
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Breakdown Execution Summary

A. Time spent in waliting data to arrive

(MPI_Waitalfor 0 and6 matrices data)
¢ Communication time that does not overlap with
computation

B. Time spent in théatches execution
¢ LIBXSMM/LIBCUSMM executions
¢ Computeintensive,vectorized

C. Time spent irall the rest

¢ Initialization/finalization of the multiplications
¢ Preparation of the batches
¢ Communication from/to GPU

¢ Memory-intensive
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KNL System

AGrandTavé@ CSCS (CH

A 164 Cray XC40 compute
nodes, withintel Xeon
Phi 7230 (64 cores @ 1.
GHz)

A96 GB RAM, 16 GB HBM

AAries routing and
communications ASIC
with Dragonfly network

topology

05/03/2018 Alfio Lazzaro (alfio.lazzaro@chem.uzh.ch)



