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XGC1 is a Particle-In-Cell Simulation 

Code for Tokamak (Edge) Plasmas 
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PI: CS Chang (PPPL) | ECP: High-Fidelity Whole Device Modeling of Magnetically Confined Fusion Plasma 

 



Collisional Plasma PIC Code 
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XGC1 Unique Optimization 

Challenges 

ÅComplicated Toroidal Geometry 
ïUnstructured mesh in 2D (poloidal) plane(s) 

ïNontrivial field-following (toroidal) mapping between meshes 

ïTypical exascale simulation has 10 000 particles per cell,  
1 000 000 cells per domain, 64 toroidal domains. 

ÅGyrokinetic Equation of Motion in Cylindrical 
Coordinates 
ï+ 6D to 5D problem 

ï+ O(100) longer time steps 

ï-- Higher (2nd) order derivative terms in EoM 

ï-- Averaging scheme in field gather 

ÅElectron Sub-Cycling 
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In XGC1 Electron Time Scale is 

Separated From the Ion Push in a Sub-

Cycling Loop 
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Computation 
Mapping 

Electron Push  

Sub-Cycling 

 
push electrons without 

updating fields or collisions 

ïonly field gather and push 

~50x 



Motivation: XGC1 CPU time is 

dominated by electron push sub-cycle 
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Baseline XGC1 Timing on 1024 Cori KNL nodes in quadrant flat mode. 



Motivation: Ideal Strong Scaling of 

Electron Sub-Cycling On Cori 
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Cori KNL quadrant cache nodes, 16 MPI ranks per node/16 OpenMP threads per rank 



(Simplified) Particle Push Algorithm 
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1. Search for nearest 3 
mesh nodes to the 
particle position 

2. Interpolate fields from 
3 mesh points to 
particle position 

3. Calculate force on 
particle from fields 

4. Push particle for time 
step dt 



Main Bottlenecks in Electron Push 

ÅE and B Field Interpolation 

ïInner loops over nearby grid nodes with short trip counts 
make auto-vectorization ineffective 

ïIndirect grid access produces gather/scatter instructions 

ÅSearch on Unstructured Mesh 

ïMultiple exit conditions 

ÅForce Calculation 

ïStrided memory access in complicated data types 

ïCache unfriendly 
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Main Optimizations in Electron Push 

ÅEnabling Vectorization 
ïInsert loops over blocks of particles inside short trip count 

loops 

ïSort particles to reduce random memory accesses 

ÅData Structure Reordering 
ïStore field and particle data in SoA format. 

ïSoA best when accessing multiple components with a 
gather instruction 

ÅAlgorithmic Improvements 
ïSort particles by the mesh element index instead of local 

coordinates 

ïReduce number of unnecessary calls to the search routine 
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Re-Ordering Loops to Enable 

Vectorization 

Scalar code Vectorized code 
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Loop Over Time Steps 

Short loop over nearby nodes 

Loop Over All Particles 
Loop Over Time Steps 

Loop Over Blocks of Particles 

Sort Particles 

Loop over Particles in Block 

Short loop over nearby nodes 

Å Sort particles to reduce random memory access 

Å Swap the order of time step and particle loops to improve cache reuse 

Å Insert vectorizeable loop over blocks of particles inside short trip count loop 

Å Near-ideal vectorization in compute-heavy loops  
�Æ Indirect memory access becomes the bottleneck 


