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Deep Neural Networks and HPC


•  DNN	gained	significant	
importance	in	recent	years	

•  Increasing	computa9onal	
demands	

•  Flat	9me	distribu9on	among	
many	kernels	
– With	varying	DNN	kernels	across	
applica5ons	

•  Automa9ng	the	DNN's	
performance	understanding	is	a	
necessity	

Alexnet	Time	breakdown	in	KNL	



Approach: Roofline per kernel


•  The	Roofline	model	is	an	excellent	tool	to	
understand	the	compute/memory	boSlenecks	

•  We	automa9cally	collect	Roofline	data	per	layer	in	
the	famous	Caffe	DNN	framework	
– Memory	transfers	are	obtained	using	LIKWID	performance	
tools,	u5lizing	hardware	performance	counters	

–  FLOPS	count	is	obtained	using:	
•  SDE	FLOPS	calcula5ons:	accurate	es5mate,	but	very	slow	
•  HW	performance	counters	using	LIKWID:	inaccurate,	but	very	fast	
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Impact of NUMA and SNC modes


•  Obtained	best	performance	using	1	thread/core	
–  Leaving	1	thread	for	the	OS	achieves	5%	beMer	performance	

•  Same	performance	is	obtained	with:	
–  Quad-flat	vs.	SNC4-flat	mode	(tested	in	Bin-1	KNL	7250	@1.4GHz)	
–  Quad-flat	vs.	Quad-cache	mode	(tested	in	Bin-3	KNL	7210	@1.3GHz)	

•  Binding	to	HBM	is	~60%	faster	than	to	DRAM		
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Setup:	
•  Intel	Caffe	
•  MKL	Alexnet	DNN	arch.	



Kernels Roofline breakdown – with SDE
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Kernels Roofline breakdown – with LIKWID
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Thank you
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