
Comments are from CJ Newburn 
You have ~3 presentations here.  All are very valuable.  Could 
you prioritize one over others?  We’ll also discuss this 
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NOTES: 
CJ: 
If 50% and 250% better mean 1.5x and 3.5x, please use the 
multiplicative factor – it’s less ambiguous 
BM: 
Changed from % to x 
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CJ: 
Please show the speedup ratios of KNC/IVT (that’s native, right?) 
[0.92x,1x], symmetric/IVT [1.51x,1.67x], best KNC/K40 [0.7x,
1.25x] 
Is this DP, DP?  You have to specify, since it makes a huge 
difference.  On Rubisco, does the NV SP,FP still beat a 
symmetric Xeon/MIC MPI, for which I presume you still use 
DP,DP? 
Did you have unit stride on Xeon, or memory coalescing on NV? 
How did you get around GB’s use of the compress idiom? 
 
 
BM: 
-  Speed up ratios added 
-  CUDA numbers are for DPFP (Amber 14 does not have DPDP 

version)  
-  CUDA SPFP gives 4-6x times DPFP performance so we are 

not yet in position to compete with SPFP 
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CJ Notes: 
This is a great graph! 
Perhaps you could make Excel show data points which are the 
incremental speedups relative to the last line, or perhaps a 
second axis 
Could you provide more detail on these in the speaker notes, 
which we’d like to post? 
 
I’m curious about what the trick you used was to make it vect 
with a temporary.  Was this the variable that was used just after 
the loop as a function call parameter?  We’re working on a fix for 
that in the compiler; not sure whether it’s in place yet.  Ashraf 
(mohammad.ashraf.bhuiyan@intel.com), who’s been working on 
AMBER at Intel, will know. 
 
CJ2: 
vectorization via temp not addressed yet. 
Thanks for the others 
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CJ 
It’d be helpful to file test cases with our compiler, so we know 
about these and can learn from them.  Sometimes, it’s just a 
matter of code trade-offs.  Other times there may be something 
we can do about it in the compiler. 
 
BM 
We are discussing these issues with Ashraf and Sumedh  
– based on their recommendations, we will be filing some issues 
with compiler team 
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